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○ How to design effective experiments and analyze their results

○ How to make sure your work has the impact you want (and avoid 

ethical trouble)

○ How to write and publish your work
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●

●
○ Identify an open problem, present a hypothesis about it, and survey 

the relevant literature.

○ Design and run an experiment to test that hypothesis.

○ Analyze the results to reveal what your experiment tells us about 

your hypothesis.





●
●

○ Make sure that what you’re doing hasn’t already been done before.

■ If it has, and the paper is easy to find, you won’t get full credit.

○ Learn about common methods, datasets, and libraries that will make 

your life easier.

○ Buy yourself more time to think about the questions that haven’t 
been answered in the literature.



https://www.aclweb.org/anthology/
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●
○ NLP and Computational Linguistics: 

■ Proceedings of ACL conferences (ACL, NAACL, EACL, AACL, 

EMNLP, CoNLL)

■ TACL

○ Machine Learning/AI: 

○
■ Proceedings of CHI, HComp

●

 ■       
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●

○ Papers can disagree with one another.

○ You might just find too many papers.



●
○ Newer ones, especially if they cite the older papers that you’re 

interested in.

■ The newer paper might contain a good summary of the older 

one!

○ Papers published in top conferences and journals, rather than arXiv 

papers or papers published elsewhere.

■ Reviewers have carefully looked at these papers for mistakes 

or inconsistencies.

○ Published papers with negative results (method X doesn’t work, 
method X doesn’t do what you think it does, ...), rather than papers 

with positive results.

■ Negative results are usually held to a higher standard in for 

publishing.



●
○ Negative results are often reported as brief mentions in a paper 

that has mostly positive results.

■ A paper on transformers for summarizations might meniton 

that CNNs didn’t work for them. 

■ Often there will be real results on this!

■ ...but these results often won’t appear in the abstract.

○ Look for gaps in the literature.

■ Generative adversarial networks (GANs) are a huge topic in 

machine learning, with thousands of papers each year.

■ NLP is a major area of machine learning, with thousands of 

papers a year.

■ There are very few papers on GANs for NLP. Why?





○ Bad/unfalsifiable:

■ Neural networks are more elegant and principled than 
feature-based systems for sentiment analysis.

○ Falsifiable but uninformative:

■ My convolutional neural network (CNN) model outperforms the 
Socher et al. (2015) baseline on the Stanford Sentiment Treebank 
data.

○ Typical good paper:

■ CNN models outperform feature-based systems on sentiment 
analysis for reviews.

○ Ambitious paper:

■ Non-professional web users tend to express sentiment using a set 
of common fixed phrases when they discuss products. These 
phrases vary enough that simple symbolic features don’t capture 
them well, but they’re structured enough that filter-based neural 
networks like CNNs can capture them very efficiently.
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●
●
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●

○ With the same input preprocessing, hyperparameter tuning 

method, etc.



●

○ Anyone’s performance numbers for simplest reasonable approach to 

your problem (CBOW, logistic regression, plan seq2seq).

○ Your numbers for a reasonably competitive system based on 

existing ideas. This can be based on a published system or your own 

work, but you should make a precise, controlled comparison with it.

○ The best published number for your problem. It’s common to not beat 

this, but you should compare with it. This is what could give you the 

right to claim the ‘state of the art’.



●

○ You can’t use the same annotations that you used to create the data.

○ It’s better if you don’t even use the same people. (Why?)

●





●

●

○ Working on sentiment analysis in Portuguese?

■ Show that your method is competitive on English datasets like 

SST or IMDB.

■ Collect or create a dataset for Portuguese.

■ Show results on the new data with your method and several 

existing baselines. 



●
○ The ACL anthology!

○ The Linguistic Data Consortium (free membership through NYU)!

●
○ Write very detailed notes on what you do and why:  Readers and 

reviewers will assume that all of  your decisions are biased to that 

unfairly favors the systems you’re interested in. To convince them 

that you didn’t, you’ll need to show that you made fair and 

reasonable decisions.

●
○ It’s easy to break the law this way. Or get NYU temporarily banned 

from Twitter/eBay/Reddit/Tinder/etc.

http://aclweb.org/anthology/
https://www.ldc.upenn.edu/


●
○ Write simple annotation guidelines that non-NLPers can follow.

■ You still need to convince your reviewers these guidelines 

aren’t unfairly advantaging your method.

○ Pay some friends or Mechanical Turk (MTurk) workers to follow 

your guidelines.

○ This is often quick and cheap in practice. Ballpark costs (at 

$10–20/hr):

■ Writing: ~$0.25–$1 per sentence written

■ Labeling: ~$0.05–$0.5 per sentence read

○ Some advice:

■ Try your annotation task yourself for half an hour.

■ Communicate with your annotators! Even on MTurk, they’ll 

often be trying hard to understand your task, and you want to 

be available if they have questions or if they see issues.



●
○ For this class:

■ You’re welcome to use MTurk if you have access to research 

funding (mostly PhD students). 

■ Otherwise, consider trading data with another team, and 

having the members of the other team annotate your data.

■ Don’t tell them too much about your project—just share the 

annotation guidelines.



●

●

●

○ Case study BaBi QA:

https://research.fb.com/downloads/babi/




●
○ Follow prior work precisely in how you choose and implement your 

main evaluation metric.

○ Do show metrics as many variants of your model as you can 

(ablation analysis).

■ Example:

● CNN sentiment classifier with GloVe embeddings
● CNN sentiment classifier with random embeddings

● LSTM sentiment classifier with GloVe embeddings

● CBOW classifier with GloVe embeddings

● CBOW classifier with random embeddings

■ Should you use the dev set or the test set?

○ Do use carefully-designed human evaluations for tasks where this is 

standard (dialog, summarization, etc.).



●
○ Do invent new analysis metrics if they help you make your point.

■ If your system good at classifying long sentences, also report 

accuracy on the subset of sentences of length >20.

■ If your baseline for a text generation task only uses very 

common words, and your system fixes that, measure the 

average frequency of the words that each system generates.

■ Don’t talk about the  ‘state of the art’ for things that nobody 

else measures.

○ Do perform extrinsic evaluations on downstream tasks if you expect 

the output of your system to be used as the input to any other 

system.



●
○ Do explicitly test for statistical significance, especially when your 

hypothesis depends on a small difference or when model 

performance is highly variable. (See Berg-Kirkpatrick et al. ‘12)

■ Methods here vary widely within NLP, but don’t expect 

readers to take you seriously if the main claim of your paper is 

that you get an 0.2% accuracy improvement on the state of 

the art.

http://nlp.cs.berkeley.edu/pubs/BergKirkpatrick-Burkett-Klein_2012_Significance_paper.pdf


●

○ Well-presented negative results do move the field forward, and are 

in common in projects like class papers that have to happen in a 

short time.



●
○ This may be called something else!

●
●

○ Non-professional web users tend to express sentiment using a set of 
common fixed phrases when they discuss products. These phrases vary 
enough that simple symbolic features don’t capture them well, but 
they’re structured enough that filter-based neural networks like CNNs 
can capture them very efficiently.



●
●

○ Look to prior work, and do what they do.

○ Show examples of system output.

○ Come up with categories to describe system errors and count them.

○ Visualize the internal state of your model with tools like LSTMVis or 

BertVis.

○ Plot how your model performance varies with amount of data.

○ Build an online demo!

http://lstm.seas.harvard.edu/
https://github.com/jessevig/bertviz
http://nlp.stanford.edu:8080/parser/
http://demo.allennlp.org/
http://openie.allenai.org/
http://nlp.stanford.edu:8080/sentiment/rntnDemo.html


●
○ Typically: lightweight, automatic, intrinsic

○ Compare design option A to option B

○ Tune hyperparameters: smoothing, weighting, learning rate

●
○ Compare your approach to previous approaches

○ Compare different major variants of your approach

○ Only use the test set here

○ Generally only bother with human or extrinsic evaluations here

●







●
○ You must tune the hyperparameters of your baselines just as 

thoroughly as you tune them for any new model you propose!

○ Failure to do this invalidates your comparisons, and depending on 

how you write the paper, could border on academic misconduct. 

(Related reminder: Don’t tune on the test set!)

●

●



●
●

●

https://github.com/hyperopt/hyperopt
https://optuna.org/
http://jmlr.csail.mit.edu/papers/volume13/bergstra12a/bergstra12a.pdf


●
○ Define distributions over all your hyperparameters.

○ Sample N times for N experiments.

○ Look for patterns in your results.

○ Adjust the distributions and repeat until you run out of resources or 

performance stops improving.

http://jmlr.csail.mit.edu/papers/volume13/bergstra12a/bergstra12a.pdf


●
●

http://jmlr.csail.mit.edu/papers/volume13/bergstra12a/bergstra12a.pdf
https://medium.com/rants-on-machine-learning/smarter-parameter-sweeps-or-why-grid-search-is-plain-stupid-c17d97a0e881


●
○ Create a git repo for your project.

○ Find or build code to load your data.

○ Find (try not to build) code to evaluate results.

○ Find or build a very simple baseline.

●
○ Commands and git checkpoint identifiers for each of your 

experiments.

○ Saved model checkpoint files for all reasonably effective/interesting 

experiments.

○ Notes on what each experiment was meant to test.

●
○ All of these are good practices for independent reasons, and they 

ensure that you’ll be able to write a paper on time even if your more 

ambitious plans don’t work out.



●

●

●

http://www.cs.colorado.edu/~jbg/teaching/CMSC_773_2012/reading/evaluation.pdf
https://github.com/allenai/writing-code-for-nlp-research-emnlp2018/raw/master/writing_code_for_nlp_research.pdf
https://www.cs.jhu.edu/~jason/advice/

