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**二、问题意义**

作者在前面的内容里面定义了模型损失的概念，它常常是用来衡量预测值$\hat{y}$和实际值y之间的误差的一个量，那么对于一个理想的预测模型，就一定要有最小化预测损失的工作。如果对于一个开放空间，由于自身的训练数据极为有限，不一定能对新数据进行合理的预测和判决，所以损失是在所难免的（此类情况，文中定义为风险）。而对于有限数据子集来说，又会产生一定的经验风险。所以在机器学习模型中，人们一般来说会寻求解决方案来最小化风险。

所以，为了减小预测模型损失，作者提出了两种预测方程$\hat{y}=f(x)$，一种是线性回归模型，该模型只能够拟合直线，因此具有较高的偏差；但是，由于运用于不同数据集的线性模型变化很小，所以它们往往具有比较低的方差。另外一种是逻辑回归模型，它是通过高次多项式拟合而成的复杂曲线，能够尽可能地去适应每一个数据点的变化，所以其有较小的偏差；但是由于多项式往往会产生对数据样本的过度拟合，往往会导致方差较大。所以，本文的工作之一也是对预测偏差和方差进行权衡，以实现最佳系统性能。

除此之外，作者还定义了线性分类器的裕度和合页损失函数，以实现一个支持向量机（SVM）分类器的最大边缘化。最后，作者用交互可视化验证了模型性能，并将交叉验证作为更准确的模型预测方法。

**三、思路方法及实验结论**

**1.偏差-方差的权衡以及正则化处理**

前面我们提到了损失的定义，其实偏差就是在不同训练数据集D上预测值与实际值的预期差异，定义为：

$$Bias\left(\hat{f}\left(x\right)\right)=E\left[\hat{f}\left(x\right)-f\left(x\right)\right]=\overbar{f}\left(x\right)-f(x)$$

所以，方差就是预测值的方差，定义为：

$$Variance\left(\hat{f}\left(x\right)\right)=E[\left(\hat{f}\left(x\right)-\overbar{f}\left(x\right)\right)^{2}]$$

因此，对于一个系统的平方损失问题，总平方误差可分解为偏差和方差，其流程如下：

$$E\left[\left(\hat{f}\left(x\right)-f\left(x\right)\right)^{2}\right]=E\left[\left(\hat{f}\left(x\right)-\overbar{f}\left(x\right)+\overbar{f}\left(x\right)-f\left(x\right)\right)^{2}\right]$$

$$=E\left[\left(\hat{f}\left(x\right)-\overbar{f}\left(x\right)\right)^{2}\right]+Bias^{2}-2E[(\hat{f}\left(x\right)-\overbar{f}\left(x\right))Bias]$$

上式最后一项，预测值减去期望预测值近似为0，所以预期的总误差可表示为：

$$=Variance\left(\hat{f}\left(x\right)\right)+Bias(\hat{f}\left(x\right))^{2}$$

我们可以看到，一个系统的总误差是来源于方差和偏差的共同贡献，所以我们对这两种贡献进行权衡便可以使总误差降至最低。

当$Variance\gg Bias^{2}$，其表现为过度拟合，如下右图；

当$Variance\ll Bias^{2}$，其表现为欠拟合，如下左图。



由于深度网络具有高维参数化，因此通常存在于右侧图。与其它模型相比，它们往往具有高方差和低偏差。为了解决这个问题，作者采用正则化处理来见皇帝模型的方差。

在这里，我们先定义一个$k×m$阶的矩阵A，其最小平方误差模型定义为：$\hat{A}=M\_{yx}M\_{xx}^{-1}$，而$M\_{xx}=\sum\_{i=1}^{n}x\_{i}x\_{i}^{T}$，$M\_{yx}=\sum\_{i=1}^{n}y\_{i}x\_{i}^{T}$，公式中的y是由线性回归y=Ax得到的。其次，我们定义$λ\_{i}$为矩阵$M\_{xx}$的特征值，在推到过程中我们发现，哪怕是很小的$λ\_{i}$也会造成模型的高方差，所以我们在损失之中添加了一个正则化项，如下：

$$L\left(A\right)=\sum\_{i=1}^{n}\left(x\_{i}^{T}A^{T}-y\_{i}^{T}\right)\left(Ax\_{i}-y\_{i}\right)+λ\sum\_{i,j}^{}A\_{ij}^{2}$$

如果我们对其求梯度，并令梯度为0，我们就可以得出一个新的模型$A=M\_{yx}(M\_{xx}+λI)^{-1}$，则此时$(M\_{xx}+λI)$对于的特征值即为$λ\_{1}+λ,…,λ\_{m}+λ$。相比与前面的特征值，此时的新模型的特征值变大了，从而在一定程度上减小了方差。

该正则化又称为L2正则化，在深度网络中有较为广泛的应用。同时，我们还可以通过调整$λ$的值来调整偏差与方差的权衡关系，如：

当$λ$较大时，称为强正则化，此时有较低的方差和较高的偏差；

当$λ$较小时，称为弱正则化，此时有较高的方差和较低的偏差。

**2.支持向量机**

假设我们要对一系列属于两类的二维观测的坐标点进行分类，我们可以在图中分别用黑点和白点表示，我们可以创建出线性分类器，产生三种不同的权重向量的决策边界对二维观测点进行分类，如下图：



可以发现，$H\_{1}$没有正确地进行分类，因而不予考虑。那么现在就有一个问题：究竟是$H\_{2}$的分类效果好呢，还是$H\_{3}$的分类效果好？接下来，我们便予以讨论。

直观上来看，$H\_{3}$具有较大的边距，所以功能可能分类出正确的观测点，所以我们便要对其模型损失进行分析。作者希望在保持最佳分类效果的同时，还可以尽可能地最大化分类器边界。作者定义了一个能够表示到判决边界距离的函数$f\left(x\right)=w^{T}x+b$，其中$w$为权向量且

其模值为1，接下来就可以创建$f\left(x\right)=1$和$f\left(x\right)=-1$的边距，并且定义：

$$f\left(x\right)\geq 1(x\in C)$$

$$f\left(x\right)\leq -1(x\notin C)$$

之后再对其进行标记：

$$y=\{\begin{matrix}-1&x\notin C\\1&x\in C\end{matrix}$$

然后我们便可以得到一个约束关系为：$yf(x)\geq 1$。

既然要衡量该系统分类能力的好坏，那么我们就需要一个标准来评判上述约束关系被违反的程度。所以，作者定义了合页损失函数。对于一系列观测点，合页损失函数就是每个观察到损失的总和，如下：

$$l=\sum\_{i=1}^{n}max⁡(0,1-y\_{i}f\left(x\_{i}\right))$$

显然，如果观测点分类正确，损失为0；如果观测点分类正确但却在距离判决边界为1的边界以内，损失为正值，并且会随着离判决边界的距离的增加而增加；当观察点分类错误，损失为正值。所以，合页损失函数可以衡量一个分类模型的性能，当其值越大，说明其判决性能越差，反之则越优。

**四、启发思考**

本文重点对偏差和方差进行了定义，并且讨论了两者之间的权衡关系，给出了欠拟合以及过度拟合所造成的误差影响。考虑到现有的逻辑回归模型都会伴随着较高方差的问题，作者是通过利用矩阵$A$的先验分布已知的条件下，在损失中添加了一个正则化项，增大了特征值，减小了方差。先验分布，顾名思义，就是“事前分布”，其与实验结果无关，仅仅是在统计实验之前通过数学推导和参数计算而得。所以，我们遇到问题时，首先要运用理论知识对问题进行简化，再结合实验论证。

此外，作者还定义了合并损失函数来衡量判决系统的性能。其间推导的重要一步就是运用了元素标记法，把对观测点分布的两个约束条件化为了一个，进而导出了损失函数的表达式。所以我们在分析中，也要尝试把多元条件化一，以便进一步处理。

文章中还简要地对介绍了多类支持向量机分类器，以及交叉验证测试模型性能的方法，文章的结构主要就是先提问，再分析，后对比，最后测试，思路较为清晰，也在一定程度上反映了我们解决问题所需要的一般思路。